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Fig. 1. Real-world large-scale scene rendering is improved. In the Park scene, both the reflecting pool and the distant city are more accurately reproduced
than in current methods for deep texture IBR (SVS [Riegler and Koltun 2021]), single hash grid (Instant-NGP [Müller et al. 2022]), or large-scale scenes
(Block-NeRF [Tancik et al. 2022], Mega-NeRF [Turki et al. 2022]). As these methods model static scenes, dynamic elements like trees remain a challenge.
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High-quality large-scale scene rendering requires a scalable representa-
tion and accurate camera poses. This research combines tile-based hybrid
neural fields with parallel distributive optimization to improve bundle-
adjusting neural radiance fields. The proposed method scales with a divide-
and-conquer strategy. We partition scenes into tiles, each with a multi-
resolution hash feature grid and shallow chained diffuse and specular multi-
layer perceptrons (MLPs). Tiles unify foreground and background via a
spatial contraction function that allows both distant objects in outdoor
scenes and planar reflections as virtual images outside the tile. Decomposing
appearance with the specular MLP allows a specular-aware warping loss to
provide a second optimization path for camera poses. We apply the alternat-
ing direction method of multipliers (ADMM) to achieve consensus among
camera poses while maintaining parallel tile optimization. Experimental
results show that our method outperforms state-of-the-art neural scene
rendering method quality by 5%–10% in PSNR, maintaining sharp distant
objects and view-dependent reflections across six indoor and outdoor scenes.

CCS Concepts: • Computing methodologies → Image-based rendering.
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1 INTRODUCTION
Recent advancements in real-world scene reconstruction from pho-
tographs use neural radiance fields (NeRFs) to compactly encode
3D geometry and appearance into neural networks [Barron et al.
2021; Mildenhall et al. 2020; Verbin et al. 2022; Xie et al. 2022; Yu
et al. 2021b; Zhang et al. 2020]. This is accomplished by optimizing
network weights to minimize a photometric loss that penalizes the
difference between a set of real-world images with known camera
poses and the reproduction of those images through volumetric
rendering. Camera poses are typically obtained from visual feature-
point correspondences via structure from motion (SfM; [Schon-
berger and Frahm 2016]) or through simultaneous localization and
mapping (SLAM; [Cadena et al. 2016; Zhu et al. 2022]). As the scene
size increases, especially to include outdoor scenes, optimization
requires a scalable representation to achieve high quality and prac-
tical compute times. These often use parallel processing and space
tiling schemes [Tancik et al. 2022; Turki et al. 2022; Wu et al. 2022].
Within this setting, camera poses may be inaccurate since view-

dependent effects, repeated structures, and occlusions between
objects inevitably create imprecision and outliers in the required
feature-point correspondences. Precise camera poses are required
to reproduce fine details in indoor scenes, like the thin grout lines
between repeating kitchen tiles, and in outdoor scenes, where im-
precise poses will blur distant objects like the structured facades
of buildings. To refine camera poses, recent research has jointly
optimized poses and network weights based on a photometric loss—
so-called photometric bundle adjustment [Delaunoy and Pollefeys
2014]—to improve view synthesis quality [Chng et al. 2022; Clark
2022a; Lin et al. 2021]. However, current bundle-adjusting NeRF
methods cannot directly apply to large-scale scenes due to compu-
tational and memory costs because they assume access to the entire
representation of space at once. Further, appearance is not always
enough: classical bundle adjustment jointly optimizes 3D points
and poses, but photometric bundle adjustment does not explicitly
account for shape-radiance ambiguities [Zhang et al. 2020] and so
can falsely explain appearance with pose errors.
We address the bundle-adjusting NeRF problem for large-scale

3D scenes by combining a tile-based hybrid neural field scene
representation with parallel distributive training via the alternat-
ing direction method of multipliers (ADMM [Boyd et al. 2011]).
The representation stores per-tile features in multi-resolution hash
grids to accelerate optimization [Clark 2022a; Müller et al. 2022].
Rather than decode hash features into appearance only by a sin-
gle MLP [Müller et al. 2022], they are decoded by two chained
MLPs into diffuse appearance and specular appearance [Verbin
et al. 2022], but critically we represent specular appearance at
reflection distances as virtual images. This helps cope with sparse
camera inputs while maintaining render quality. We also develop

an IBR-inspired specular-aware warping loss to assist multi-view
consistency using predicted appearance and surface depth (akin
to 3D points). Estimating specular appearance lets us reduce the
influence of view-dependent effects on this loss, mitigating the
shape-radiance ambiguity. Tiles contain both bound foreground
space and unbound background space accessed via a contraction
function. Post-optimization rendering traces rays through multiple
tile foregrounds to sample the farthest tile background regions
for sharpness. Multi-tile foreground rendering uses point-based
blending to reduce artifacts in tile overlap regions.

This approach has three benefits over existing work:

• The representation is unified for indoor and outdoor scenes.
Representing tile background lets us capture both the far back-
ground in outdoor scenes and reflections on planar surfaces in
indoor scenes, such as in a mirror, as virtual images outside the
foreground of a tile. The specular MLP models glossy reflections
that cannot be handled using virtual images.

• Distributed parallel optimization of camera poses and network
weights via the ADMM scheme provides bounded memory cost
per GPU and accelerated training to cope with large scenes.

• The PSNR of rendered images increases by 5%–10% on two indoor
and four outdoor scenes, with sharp objects close-up and in
the distance, high-quality planar reflections, and reduced tile
boundary artifacts (Fig. 1).

2 RELATED WORK

2.1 Neural Radiance Fields
NeRF [Mildenhall et al. 2020] emerged as a powerful scene recon-
structor and led to fast progress in view synthesis. Given camera rays
as input, NeRF uses MLPs to predict continuous volume density and
view-dependent color fields. Many follow-up methods improve final
rendering speed by baking color and opacity fields into discretized
voxel grids [Garbin et al. 2021; Hedman et al. 2021; Wizadwongsa
et al. 2021; Yu et al. 2021a], or distilling the radiance field into a
set of small MLPs [Reiser et al. 2021]. Other methods improve the
optimization speed by removing redundant sample points [Hu et al.
2022; Liu et al. 2019b; Sun et al. 2022a], or using priors such as upon
monocular depths or normals [Roessle et al. 2022; Wang et al. 2022;
Yu et al. 2022], input from sparse point clouds [Deng et al. 2022],
semantics [Jain et al. 2021], appearance priors [Niemeyer et al. 2022],
and Manhattan-world assumptions [Guo et al. 2022]. Local feature
grid representations, such as voxel grids [Fridovich-Keil et al. 2022;
Karnewar et al. 2022; Sun et al. 2022b], tri-planes [Chan et al. 2022;
Chen et al. 2022b; Reiser et al. 2023], and point clouds [Xu et al. 2022],
can also accelerate optimization. Our method uses multi-resolution
hash grids to accelerate optimization [Müller et al. 2022].

NeRF can also be applied to the rendering of large-scale scenes [Re-
matas et al. 2022; Xiangli et al. 2022]. To reduce the memory cost
of feature-grid-based representation, Zhang et al. [2023] combine a
hash grid with amulti-resolution feature plane, while Xu et al. [2023]
use multi-resolution vertical feature planes for UAV data. Another
approach is to partition scenes into blocks or tiles and optimize local
radiance fields [Tancik et al. 2022; Wu et al. 2022]. Similar efforts on
breaking the scene into components have also been embraced in the
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Fig. 2. Our proposed scene representation. Top Right: An example of scene partition. The dashed lines indicate an unbounded background region of the tile
(FG: Foreground, BG; Background). The per-tile neural scene representation consists of a multi-resolution hash feature grid, a diffuse decoder, and a specular
decoder. The tile-based local features, network weights, and camera poses are optimized in parallel and distributively using ADMM.

realm of precomputed radiance transfer [Sloan et al. 2003] and light
transport acquisition [Nayar et al. 2004]. Mega-NeRF [Turki et al.
2022] and SUDS [Turki et al. 2023] extend scene partitions by parallel
optimization from thousands of drone images or by reconstructing
large-scale urban scenes. We also use tile partitions, and focus on
their joint optimization with camera poses.
To help in this task, our method separates scene appearance

into diffuse and specular components [Bi et al. 2020; Boss et al.
2021; Srinivasan et al. 2021]. Ref-NeRF [Verbin et al. 2022] trains
a spatial MLP to predict diffuse colors and surface normals and
then produces specular reflections via normal-reflected rays and
a directional MLP. Inverse rendering representations with surface,
normal, lighting, albedo, and bidirectional reflectance distribution
functions (BRDFs) are also possible, but cannot yet apply to large-
scale scenes [Hasselgren et al. 2022; Laine et al. 2020; Liu et al.
2019a; Munkberg et al. 2022; Yao et al. 2022; Zhang et al. 2021a,b].
We represent reflections using both diffuse virtual image elements
via background contraction and via a specular MLP. The specular
MLP also lets us de-emphasize difficult regions in our warping loss.

2.2 Bundle Adjustment
Bundle adjustment (BA) [Agarwal et al. 2010; Triggs et al. 2000]
is a key component of structure from motion (SfM). Given an ini-
tial estimate, BA jointly optimize 3D scene structure and camera
poses by minimizing the geometric re-projection error (geometric
BA [Engel et al. 2017, 2014]) or photometric error (photometric
BA [Delaunoy and Pollefeys 2014]). Geometric BA relies on key-
points or line correspondences, and can support the distributed and
scalable 3D reconstruction of large-scale scenes [Eriksson et al. 2016;
Jung and Weiss 2021; Peng et al. 2016; Zhu et al. 2021]. Zhang et
al. [2017] proposed a distributed geometric-BA algorithm based on
alternating direction method of multipliers (ADMM; [Boyd et al.
2011]) to achieve global camera consensus. However, geometric
BA produces inaccurate camera poses when keypoints cannot be
reliably detected. On the other hand, photometric BA exploits dense

photometric consistency across images and is usually applied to the
local refinement of camera poses. Both geometric and photometric
BA can be naturally integrated into deep learning frameworks
through feature-space alignment [Lindenberger et al. 2021; Sarlin
et al. 2021; Tang and Tan 2018].

2.3 Bundle-Adjusting NeRF
NeRF quality relies on accurate camera poses, leading to research
in joint optimization of NeRF models and camera poses. Such tech-
niques are extensions of photometric BA due to the photometric
loss used in optimization. These includes pose refinement [Lin et al.
2021], pose estimation with no initialization but for limited scenes
like forward-facing settings [Bian et al. 2023; Wang et al. 2021], and
for video sequences [Meuleman et al. 2023]. However, all photo-
metric optimizations suffers from the shape-radiance ambiguity,
which is exacerbated by inaccurate camera poses. Incorporating
monocular depth priors may reduce ambiguity [Bian et al. 2023].
Yen-Chen et al. [2021] and Lin et al. [2023] estimate the pose of an
RGB image using a NeRF as a target object. Most methods rely on
refining a good camera initialization to mitigate ambiguity [Chng
et al. 2022; Clark 2022b; Jeong et al. 2021; Lin et al. 2021], as we
do. Our method adds scalable distributive optimization for large-
scale scenes based on ADMM, helping to achieve higher-quality
rendering of fine details.

3 METHOD OVERVIEW
For easier reading, we defer less important details and parameters to
Appendix A and focus on higher-level aspects and their effects. We
denote input variables, ·̂, as distinct from optimized ones. Our goals
are threefold. We wish to design a representation and optimization
scheme that can:

(1) Scale to large indoor & outdoor scenes with complex reflections,
(2) Operate in parallel with limited inter-process data transfer, and
(3) Refine camera poses to preserve fine details up close and afar.
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Fig. 3. Assigning rays to tiles. We select rays without red crosses to
optimize the tile. Red cross rays either do not intersect the tile or are
occluded by earlier proxy geometry.

As input, the proposed method takes a set of posed RGB images〈
𝐼𝑖 ,𝑇𝑖

〉
∈ T̂ of a real-world static 3D scene. 𝐼𝑖 denotes the captured

𝑖-th image, and 𝑇𝑖 = {o𝑖 ,R𝑖 } denotes the corresponding camera
extrinsic parameters of position o𝑖 and orientation R𝑖 . The pixels of
each posed camera defines a set of rays r̂ ∈ R̂ each with a color ĉ
that we can use as an optimization objective. As output, the method
produces refined camera poses and a hybrid tile-based neural field
scene representation: This contain the scene geometry and diffuse
and specular appearance of both foreground regions and background
regions beyond the tile (Fig. 2).

We optimize the representation’s latent features, networkweights,
tile voxel occupancy, and camera poses to minimize the visual dif-
ference between the input RGB images and renderings of the scene
representation (Sec. 5). To make this scalable, we use the alternating
direction method of multipliers (ADMM) to optimize these features
in tiles with consistent camera poses (Sec. 7). After completing
optimization, we render novel views by blending samples across
tiles in a background-aware way (Sec. 8).

4 PREPROCESSING
Defining and partitioning space. First, the method reconstructs

initial camera parameters and proxy geometry𝐺 using existing non-
neural multi-view stereo methods [CapturingReality 2016; Schon-
berger and Frahm 2016]. Camera intrinsic parameters are fixed and
not optimized; only extrinsic parameters are optimized. The proxy
geometry facilitates tile partitioning and provides rough visibility
since the geometric information lets us judge whether a pixel in a
image is visible or not in other viewpoints.
Next, to partition the scene space into tiles 𝑘 ∈ K according to

the proxy geometry, we uniformly divide the bounding box of the
reconstructed proxy mesh𝐺 into axis-aligned cube tiles, numbering
𝐿 ×𝑊 ×𝐻 . Tiles are of equal size with 20% overlap along each axis.
Our scenes show indoor or low-height nearby outdoor scenes, so
practically height 𝐻 = 1.

Assigning rays to tiles. Per tile 𝑘 , we assign subsets of rays R̂𝑘

based on the occlusion relationships between rays, tiles, and the
proxy mesh. As illustrated in Figure 3, Ray r̂ will be added to R̂𝑘 if
the following two conditions are satisfied:

(1) The first point of intersection between the ray origin and the
proxy mesh lies within a tile. The ray could originate from a

camera inside the tile, or from a camera outside the tile either
within another tile or within space that no tile covers.

(2) The ray intersects any tile face and does not meet condition
(1). This includes rays that originate from a camera within a
tile, rays that pass through a tile and do not intersect the proxy
geometry (such as in sky regions), and rays that first intersect
the proxy geometry outside the tile.

One might think that the rays that meet condition 1 are approx-
imately ‘tile foreground rays’ and the rays that meet condition
2 are approximately ‘tile background rays’, but practically points
along both sets are used to train both foreground and background
tile regions of the representation. Finally, for stable camera pose
optimization, only cameras with at least 10% of their rays assigned
to a tile are used to optimize that tile.

5 TILE-BASED HYBRID NEURAL FIELDS

5.1 Representation
Our scene representation is optimized by the differentiable volume
rendering approach of Mildenhall et al. [2020] that requires density
𝜎 and view-dependent appearance c fields. Given a ray origin o
and its direction 𝝎, we sample 𝑁 3D points x along a ray, with x
defined by the distance along the ray 𝑡 : r = o + 𝑡𝝎. Integrating
density and color at points along the ray and weighting them by
the transmission density 𝛼 at each point produces a final pixel color
c. The integral can be solved discretely with numerical quadrature:

𝛼𝑛 = exp

(
−

∑︁
𝑚<𝑛

𝜎𝑚𝛿𝑚

)
(1 − exp (−𝜎𝑛𝛿𝑛)) , (1)

c =
∑︁
𝑛

𝛼𝑛c𝑛, (2)

where 𝑛 is the index of the sampled point, and 𝛿𝑛 = 𝑡𝑛+1 − 𝑡𝑛 is the
distance between adjacent samples. Ray depth follows similarly:

𝑑 =
∑︁
𝑛

𝛼𝑛𝑡𝑛 . (3)

Diffuse and specular appearance. Rather than directly optimize
MLPs to produce density and view-dependent appearance fields
from a sampled point 𝑥 and direction 𝝎, and similar to Verbin et
al. [2022], we use two chained MLPs per tile: a density and diffuse
appearance MLP 𝐷\ and a specular appearance MLP 𝑆\ (Fig. 2). We
compute the density 𝜎𝑥 , diffuse color c𝑑 , and specular color c𝑠 :

𝐷\ (f𝑥 ) = (𝜎𝑥 , c𝑑 , 𝑠, h𝑥 ), (4)
𝑆\ (sh (𝝎) , h𝑥 ) = c𝑠 , (5)

where f𝑥 is a hashed feature of sample x, 𝑠 is the specular tint
coefficient, h𝑥 is an intermediate latent feature output from 𝐷\ ,
and sh is the projection of 𝝎 into the first 16 spherical harmonic
coefficients. The final color c𝑥 is:

c𝑥 = c𝑑 + 𝑠 · c𝑠 . (6)

Unlike Verbin et al. [2022], we do not estimate a surface normal
around which to reflect a specular ray because our input data for
large scenes are sparse. We will discuss this choice shortly.

ACM Trans. Graph., Vol. 42, No. 6, Article 260. Publication date: December 2023.



ScaNeRF: Scalable Bundle-Adjusting Neural Radiance Fields • 260:5

(a) Ours (b) Normal-based
Fig. 4. Using reflected ray directions avoids artifacts. Reconstructing
normals from sparse inputs needed for large scenes is difficult. Instead, we
represent reflections using a virtual scene geometry at reflected path length.

Tile-based voxel hashing and f𝑥 . For fast optimization, we make
our MLPs shallow and pass features as inputs into the diffuse MLP.
The features come from a multi-resolution voxel grid and hash
tables [Müller et al. 2022]: {Φ𝑙

\𝑙
}𝐿
𝑙=1, where Φ denotes the hash tables

and \𝑙 denotes the features within each hash table. Each tile has
a multi-resolution voxel grid with 𝐿 = 16 levels. Given a 3D point
sample x, at each level, we hash its eight neighbor vertex integer
coordinates, look up the corresponding feature in the hash table,
and linearly interpolate the features with position weights of x from
its surrounding neighbors to produce one output feature per level.
We concatenate the output features from all levels to produce f𝑥 .

In addition, to quickly skip empty space and reduce the influence
of floating density in undersampled regions, we use an occupancy
field {0, 1} constructed as a voxel grid in a coarse-to-fine manner,
where low density voxels are set to 0 to indicate empty space at
regular intervals during optimization.

Foreground and contracted background. Capturing outdoor scenes
requires representing unbound space such as distant buildings or
sky. As such, each tile contains both foreground and background
regions. Representing a per-tile background instead of a per-scene
background [Zhang et al. 2020] lets us pick the closest background
to a novel view ray’s exit from the tiled region to retain sharpness.
The distinction between foreground and background regions

is defined by a ray contraction function [Reiser et al. 2023]: The
inner foreground region of a tile contains a linear space mapping,
and the outer background region of a tile contains a non-linear
mapping. This allows both regions to be represented by the same
voxel hash grid. To map unbound background into a bounded cubic
region, we transform the position of 3D points using a contraction
functionwith 𝐿∞ norm (Appendix B). The same contraction function
is also proposed by concurrent work in the Nerfacto model of
Nerfstudio [Tancik et al. 2023].

Our approach exhibits several advantages over recent work. Com-
pared to MERF [Reiser et al. 2023], our contraction function removes
discontinuities at grid boundaries, leading to sharper results with
less noise (Fig. 5). Compared to spherical contraction functions
in Mip-NeRF 360 [Barron et al. 2021] and NeRF++ [Zhang et al.
2020], our contracted cubic bounded region matches the shape of
the multi-resolution hash grid better and so reduces wasted space.

Ground Truth MERF ContractRendered Image (Ours) Ours

Rendered Image (Ours) Ground Truth With BG W/o BG

Fig. 5. Background fields and our spatial contraction function. Top:
Reconstructing a virtual image behind window glass using a background
field to accurately simulate reflections. Bottom: Our contraction mapping
function is capable of producing sharper results with less noise compared
to the mapping function in MERF [Reiser et al. 2023].

Final FG BG Diffuse SpecularFinal Rendering

Final FG BG Diffuse SpecularFinal Rendering

Fig. 6. Lighting decomposition occurs as a byproduct of optimizing
our representation. Foreground (FG) and background (BG) each include
both diffuse and specular components; diffuse and specular each include
both foreground and background components.
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Fig. 7. Specular-aware warping loss exploits lighting decomposition.
Considering visibility and likely specular reflections from the chained MLPs
produces adaptive weights that are close to 0.

5.2 Discussion
Our specular MLP takes the view direction 𝝎 as input, not the direc-
tion reflected by normal as in Verbin et al. [Verbin et al. 2022]. The
normal calculated as the derivative of density wrt. 3D coordinates
was too noisy when using sparsely captured images for large scale
scenes (Fig. 4). In addition, if we only leverage the specular MLP
to represent view-dependent reflections, reflected objects far from
reflective surfaces were often too blurred compared to the ground
truth or even missing entirely after optimization (Figs. 4 and 5),
and had knock-on effects that degraded distributed camera pose
refinement (Sec. 7).
Instead, our approach can represent reflections as virtual geom-

etry and appearance ‘behind’ surfaces at the reflected ray path
length [Sinha et al. 2012; Wu et al. 2022]. Recall also that both
the foreground and background regions are decoded by the same
diffuse and specular MLPs such that view-dependent appearance
can exist in both. Coupling these two attributes with foreground and
contracted background tiles lets us model both indoor and outdoor
scenes from sparse inputs with the same representation (Fig. 5), and
decompose diffuse and specular effects without added input (Fig. 6).
In outdoor scenes, far background objects are naturally recon-

structed at their correct distance in the background region. This
includes view-dependent effects such as reflections from glass-sided
skyscrapers (Figs. 1 and 5). In indoor scenes, high-frequency reflec-
tions on planar surfaces (such as on window glass) are reconstructed
as virtual images within diffuse background areas as their total
reflected path length lies outside a tile (Fig. 5). Planar specular
reconstruction ‘behind’ diffuse surfaces has a higher 3D consistency
than reconstruction as a view-dependent appearance when given
sparse inputs. Background modeling here can also extend to view-
dependent effects in reflected path length appearance due to the
specular MLP. Surfaces with glossy (or lower-frequency) reflections
are more tolerant to reconstruction error, and are reconstructed
within the tile foreground by the view-dependent specular MLP.
This also provides some curved surface reflection reconstruction.

6 OPTIMIZATION LOSSES
We use four losses: a photometric lossL𝑐 , a specular-aware warping
loss L𝑤 , and two regularizing losses for depth L𝑑 and surface

Ours W/o ℒ! W/o AWRendered Image (Ours)

Rendered Depth (W/o ℒ!)Rendered Depth (With ℒ!)

Fig. 8. Adaptive-weight (AW) warping recovers sharper color and
depth. Yellow boxes correspond to color and depth for the marked region.

smoothness L𝑠 :

L = _𝑐L𝑐 + _𝑤L𝑤 + _𝑑L𝑑 + _𝑠L𝑠 , (7)

where the trade-off weights _𝑐 , _𝑑 , _𝑠 , and _𝑤 balance the loss terms.
We denote pixel coordinates as 𝑝 , or 𝑝𝑖, 𝑗 , with the ray correspond-

ing to 𝑝 as r(𝑝).

Photometric loss L𝑐 . This supervises view synthesis by minimiz-
ing the difference between a rendered ray color c and its matched
input image pixel color ĉ summed over (a batch of) tile rays R̂𝑘 :

L𝑐 =
∑︁
r̂∈R̂𝑘

∥ĉr − cr∥22 . (8)

Specular-aware warping loss L𝑤 . Inspired by classic image-based
rendering (IBR), this loss encourages density to be localized and
smooth by using rendered depth maps to reproject (or warp) pre-
dicted ray colors between neighboring camera poses (Fig. 8). Classi-
cally, this task is difficult because specular appearance cannot warp
correctly, but our representation lets us downweight likely specular
effects. As this loss involves reprojection operation, it provides a
second optimization path to refine the camera poses that is based
on scene geometry. This mitigates the shape-radiance ambiguity
problem [Zhang et al. 2020].
To select views within neighborhood N𝑝 , we define an IBR cost

𝑒IBR similar to past work [Buehler et al. 2001; Hedman et al. 2016]:

𝑒IBR
(
o𝑖 , o𝑗 , x

)
= 0.9𝑒Angle + 0.1𝑒Dist, (9)

𝑒Angle = 1.0 − cos
(
o𝑖 → x → o𝑗

)
, (10)

𝑒Dist = max

(
0, 1 − ∥o𝑖 − x∥2o𝑗 − x


2

)
, (11)

where world point x is obtained by the inverse projection of 𝑝 using
its rendered depth. 𝑒Angle employs the angle between the direction
vectors from x towards the camera positions o𝑖 at reference view and
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o𝑗 at a neighboring view. 𝑒Dist depends on the ratio of the distances
between the current position x and o𝑖 and o𝑗 .

Including neighboring rays adds computational cost in optimiza-
tion, so we must pick a small set of important rays. Inspired by multi-
view stereo methods, we choose neighborhood rays between 15° and
45°: too small a ray angle provides limited depth information given
limited input image resolution, and too large a ray angle is more
likely to suffer from occlusions and significant color variations—we
will downweight occluded or specular rays, so their inclusion is not
worthwhile. We choose neighborhood views with 𝑒Dist distances
between 0 and 0.2 such that we reduce blur by comparing only with
neighboring cameras closer to a world point than the reference view
(via max()) and such that the world space scale of a pixel does not
vary significantly. Resolving these parameters means that views are
selected when 0.030 < 𝑒IBR < 0.176.
Having defined a neighborhood N𝑝 , the specular-aware weight

loss is a normalized weighting of input pixels:

L𝑤 =
∑︁
𝑝∈P

∑
𝑝′∈N𝑝

𝑤𝑝𝑝′ | |ĉ𝑝 − ĉ𝑝′ | |22∑
𝑝′∈N𝑝

𝑤𝑝𝑝′
, (12)

ĉ𝑝′ = warp
(
ĉ𝑝 , 𝑑𝑝

)
,

where thewarp(·) operation reprojects pixel 𝑝 in the reference view
to 𝑝′ in the neighboring view according to its rendered depth 𝑑𝑝
and samples a color.
The subtlety comes in defining adaptive weight𝑤𝑝𝑝′ that must

reduce the influence of specular reflections and occlusions (Fig. 7).
This consists of three sub-terms:

𝑤𝑝𝑝′ = 𝑤𝑠
𝑝 ·𝑤𝑠

𝑝′ ·𝑤𝑣𝑖𝑠
𝑝𝑝′ . (13)

The specular weights𝑤𝑠
𝑝 and𝑤𝑠

𝑝′ are computed per camera and
reduces the influence of specular reflections using the estimated
specular tint 𝑠 and color c𝑠 :

𝑤𝑠
𝑝 = exp (−(𝑠 · c𝑠 )/𝜎𝑑 ), (14)

where 𝜎𝑑 is the variance parameter to control the sensitivity of
specular weight to specular reflections.
The visibility weight𝑤𝑣𝑖𝑠

𝑝𝑝′ between pixels 𝑝 and 𝑝′ is:

𝑤𝑣𝑖𝑠
𝑝𝑝′ = exp

(
−

𝑑𝑝 − 𝑑𝑝′

2 /𝜎𝑣

)
, (15)

where 𝑑𝑝 and 𝑑𝑝′ are the rendered depth for the pixel coordinate
and its corresponding reprojected coordinate. 𝜎𝑣 variance controls
the sensitivity of the visibility weight to depth difference.

Depth loss L𝑑 and smoothness loss L𝑠 . These two terms are prior-
based regularizers that improve rendering quality. We use predicted
depth and normal maps from a pretrained monocular deep neural
network from Omnidata [Eftekhar et al. 2021]. Our depth loss is the
same as in MonoSDF [Yu et al. 2022]:

L𝑑 =
∑︁
𝑟 ∈R𝑘

(𝛼𝑑𝑟 + 𝛽) − 𝑑𝑟

2
2
, (16)

where 𝛼 and 𝛽 scale and shift to align predicted relative depth 𝑑 to
the scene scale.

The smoothness lossL𝑠 measures the consistency between the re-
constructed normal derived from depth and amonocularly-predicted

Ground Truth W/o ℒ!With ℒ!

Ground Truth With ℒ" W/o ℒ"

Fig. 9. Effect of smoothness loss and depth loss, which help to reduce
floating artifacts and artifacts in areas lacking texture, respectively.

surface normal. Since the predicted normals are smooth, this loss
can suppress reconstructed geometry fluctuations (Fig. 9). First, we
sample a 2× 2 patch [𝑖, 𝑖 + 1] × [ 𝑗, 𝑗 + 1] for each pixel 𝑝𝑖, 𝑗 . Then, we
average the predicted normals of these four pixels to obtain N̂𝑝𝑖,𝑗 .
The smoothness loss encourages that the vectors between adjacent
pixels along the 𝑥 and 𝑦 axis are perpendicular to N̂𝑝𝑖,𝑗 :

L𝑠 =
∑︁
𝑝∈P

( N̂⊤
𝑝𝑖,𝑗

V𝑥
𝑝𝑖+1, 𝑗


1
+

N̂⊤
𝑝𝑖,𝑗

V𝑦

𝑝𝑖,𝑗+1


1
+N̂⊤

𝑝𝑖,𝑗
V𝑥
𝑝𝑖+1, 𝑗+1


1
+

N̂⊤
𝑝𝑖,𝑗

V𝑦

𝑝𝑖+1, 𝑗+1


1

)
. (17)

Vectors V𝑥
𝑝𝑖,𝑗

and V𝑦

𝑝𝑖,𝑗
are computed as follows:

V𝑥
𝑝𝑖,𝑗

= 𝜋

(
𝑝𝑖, 𝑗 , 𝑑𝑟 (𝑝𝑖,𝑗 )

)
− 𝜋

(
𝑝𝑖−1, 𝑗 , 𝑑𝑟 (𝑝𝑖−1, 𝑗 )

)
,

V𝑦

𝑝𝑖,𝑗
= 𝜋

(
𝑝𝑖, 𝑗 , 𝑑𝑟 (𝑝𝑖,𝑗 )

)
− 𝜋

(
𝑝𝑖, 𝑗−1, 𝑑𝑟 (𝑝𝑖,𝑗−1 )

)
.

Here, 𝜋 (·) denotes the 2D to 3D inverse projection operator, and
𝑖, 𝑖 − 1 and 𝑗, 𝑗 − 1 comparisons define vectors with x,y directions
pointing rightward and upward respectively.

7 DISTRIBUTIVE OPTIMIZATION WITH ADMM
While the MLP parameters, hash tables, and occupancy grids of a
tile are independent, the cameras that supervise tile reconstruction
often see multiple tiles within their fields of view. We denote a
camera as overlapped if its camera rays encode scene appearance
in different tiles. Optimizing the pose parameters of overlapped
cameras independently at each tile will produce inconsistent poses
with inconsistent density and appearance at tile boundaries. Inspired
by Zhang et al. [2017], we model the distributive optimization of
our camera poses and tile-based neural scene representation as a
global consensus problem that can be solved with the alternating
direction method of multipliers (ADMM) [Boyd et al. 2011]. ADMM
allows data parallel optimization for multi-GPU computers and
for networked computers, especially as only the pose variables of
overlapped cameras need to be transferred between tiles to achieve
global camera consensus.

Definition. The global consensus problem is:

min L (\,T) =
∑︁
𝑘

L𝑘

(
\𝑘 ,T𝑘

)
, (18)

𝑠 .𝑡 . T𝑘𝑖
𝑖

= Z𝑖 , 𝑘𝑖 ∈ {𝑘1, ..., 𝑘𝑁𝑖
}.
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Tile 𝒌

Overlapped
Cameras

Other
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Tile 𝒌 + 𝟏

𝑇!
"#$

𝑇!
𝑇!𝑇!" 𝑇!

"#$
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𝑇!"𝑇!

Tile 𝒌

Tile 𝒌 + 𝟏Overlapped
Cameras

Parallel Updating

𝑇! =
𝑇!" + 𝑇!"#$

2

Fig. 10. ADMM overview. Parallel optimization of tiles and camera poses
is interjected with consensus steps that broadcast and synchronize poses.

Here, \𝑘 is the MLP parameters and multi-resolution features inde-
pendently optimized at each tile, and T𝑘 is the set of camera poses
for tile 𝑘 . T𝑘𝑖

𝑖
is the duplicated pose variables of the overlapped

camera 𝑇𝑖 , where 𝑘𝑖 is the index on the set of overlapped tiles and
𝑁𝑖 is the number of tiles that share 𝑇𝑖 . Variable Zi is introduced to
guarantee the consistency of the pose parameters.

Algorithm. ADMM alternates between two steps until conver-
gence (Fig. 10): 1) Parallel update step, where per-tile networkweights,
hash table features, and relevant camera poses are optimized. For
this step, the pose parameters of overlapped cameras are duplicated
into independent variables. 2) Consensus step, where the overlapped
camera parameters are broadcast and synchronized to preserve
global consensus.
We apply the augmented Lagrange method to minimize Eq. (18)

[Boyd et al. 2011]. Suppose, at iteration 𝑡 , the global variables
(
\𝑘 ,T𝑘

)𝑡
of each tile 𝑘 , (Z𝑖 )𝑡 and Lagrange multipliers (𝑇𝑘

𝑖
)𝑡 are known.

1) Parallel update step. We minimizes each L𝑘 in parallel on
multiple GPUs to obtain the updated (\𝑘 ,T𝑘 )𝑡+1:(

\𝑘 ,T𝑘
)𝑡+1

= argmin
(
L𝑘

(
\𝑘 ,T𝑘

)
+ ℎ

(
T𝑘

))
,

ℎ

(
T𝑘

)
=

𝜌

2

∑︁
𝑇𝑘
𝑖
∈T𝑘

(𝑇𝑘
𝑖

)𝑡
+

(
𝑇𝑘
𝑖

)𝑡
− (Z𝑖 )𝑡

2
2
, (19)

where 𝜌 is set to 200 in our experiments, and (𝑇𝑘
𝑖
)0 is set as zero.

ℎ

(
T𝑘

)
is the augmented Lagrangian term.

2) Consensus step. We aggregate information from tiles to obtain
updated (Z𝑖 )𝑡+1 as follows:

(Z𝑖 )𝑡+1 =
∑︁

𝑘∈{𝑘1,...,𝑘𝑁𝑖
}

(
𝑇𝑘
𝑖

)𝑡
/𝑁𝑖 ,(

𝑇𝑘
𝑖

)𝑡+1
=

(
𝑇𝑘
𝑖

)𝑡
+

(
𝑇𝑘
𝑖

)𝑡
− (Z𝑖 )𝑡 , (20)

where 𝑁𝑖 is the number of tiles that share𝑇𝑖 . To reduce synchroniza-
tion cost between GPUs, we perform the consensus step in Eq. (20)
after every 100 parallel update steps (optimization iterations).

Stopping criterion. This is defined via the primal residual r𝑡 that
measures the global camera consensus and the dual residual s𝑡

Ground Truth W/o Cam. Opt.With Cam. Opt.Rendered Image (Ours)

Fig. 11. ADMM effect. Results with and without camera pose optimization.
The floating artifacts in the result of W/o camera pose optimization are due
to the inaccurate camera poses obtained via SFM.

that measures the relative camera movement between successive
iterations [Boyd et al. 2011]:r𝑡 22 = ∑︁

𝑘

(𝑇𝑘
𝑖

)𝑡
− (Z𝑖 )𝑡

2
2
, (21)s𝑡 22 = ∑︁

𝑖

(Z𝑖 )𝑡+1 − (Z𝑖 )𝑡
2
2 . (22)

We stop optimization based on the average of r𝑡 and s𝑡 . Upon
stopping, our refined poses and tiles produce sharper scenes (Fig. 11).

7.1 Discussion
While ADMM requires the objective function to be convex, ADMM
also converges for non-convex objective functions if the gradient
is Lipschitz-continuous and the parameter 𝜌 is greater than the
Lipschitz constant of the gradient function [Kaplan and Tichatschke
1998; Zhang et al. 2017]. We observe that the gradient of our loss
wrt. the network weights and hash table features is bounded in our
experiments and thus can be viewed as Lipschitz-continuous.

In our design, consider that there are two paths to back-propagate
the loss gradient to the camera poses:
Via 3D points. The loss gradient wrt. the network weights and

hash table features will be back-propagated to the camera pose
via sampled 3D points. The gradient of a 3D point x wrt. the
camera position o𝑖 can be calculated using x = o𝑖 + 𝑡R𝑖d, where
d is a fixed (not optimized) direction corresponding to a pixel
in the local coordinate system of the camera 𝑖 . The gradient
of x with respect to o𝑖 is Lipschitz-continuous. For R𝑖 , in our
implementation we use axis-angle to represent rotation matrices.
The gradient of R𝑖 with respect to its axis-angle representation
is Lipschitz-continuous [Zhang et al. 2017]: Since R𝑖d is a linear
operation, the gradient of x wrt. R𝑖 is Lipschitz-continuous.
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Via the specular-aware warping loss The gradient of the warp
loss can be back-propagated to camera poses since it transforms
a local 3D point in a reference view into the global coordinate
system and then projects it to a neighboring view by the camera
pose parameters. The local to global transformation is also a
linear operation, and the gradient of projection operation wrt. a
camera pose is also Lipschitz-continuous if the 𝑧 component
of the local coordinate of the transformed point, i.e., the depth
value, in the neighboring view is greater than 0 [Zhang et al.
2017]. This can be guaranteed in 3D point sampling.
Thus, ADMM will converge with a proper value of 𝜌 .

8 POST-OPTIMIZATION MULTI-TILE RENDERING
After optimizing camera poses and tiles, at final render time we
must integrate the per-tile neural radiance fields to create novel
views. We assume that world point quality will be best within tile
foregrounds; this implies a sampling strategy for the photographer.
Multi-tile rendering proceeds in four steps:

(1) Determine the set of tiles intersected by 𝑟 , sample points along 𝑟
in each tile, and include them given each tile’s occupancy field;

(2) Compute the color and density for each point in the foreground
fields. As tile foregrounds overlap by 20%, we blend point color
and density values from the set of foregrounds to achieve seam-
less rendering;

(3) For points beyond the farthest intersected tile’s foreground,
compute the color and density for each point in the background
field of the farthest tile;

(4) Compute the final pixel color via volume rendering.

Step 1: 3D point sampling. We intersect r withK and sort the tiles
nearest to farthest. Within each tile’s intersected ray segment, we
sample 128 points inside non-empty voxels in the occupancy field.
Then, we compute transmittance 𝑇𝑛 along the ray:

𝑇𝑛 =

𝑛−1∏
𝑚=0

exp ( − 𝜎𝑚𝛿𝑚) . (23)

When 𝑇𝑛 falls below 1e-5, we terminate 3D point sampling.
For the background of the farthest tile, we again sample 128 back-

ground points linearly before contraction. This usually produces
sharper results as rays assigned to the farthest tile are closest to the
true background world points.

Step 2: Foreground volume rendering with point-based blending. If
a sample point x𝑛 lies in a tile overlap region, we apply point-based
linear blending:

c𝑓 =

𝑁∑︁
𝑛=0

𝑇
𝑓
𝑛

∑
𝑘∈S(x𝑛 ) 𝑤

𝑘
𝑛 · (1 − exp ( − 𝜎𝑘𝑛𝛿𝑛)) · c𝑘𝑛∑

𝑘∈S(x𝑛 ) 𝑤
𝑘
𝑛

, (24)

𝑇
𝑓
𝑛 =

𝑛−1∏
𝑚=0

∑
𝑘∈S(x𝑚 ) 𝑤

𝑘
𝑚 · exp ( − 𝜎𝑘𝑚𝛿𝑚)∑

𝑘∈S(x𝑚 ) 𝑤
𝑘
𝑚

,

where S(x𝑛) is the set of tiles that covers the point x𝑛 . For x𝑛 , we
blend (1 − exp ( − 𝜎𝑘𝑛𝛿𝑛)) · c𝑘𝑛 and local transmittance exp ( − 𝜎𝑘𝑛𝛿𝑛

over a segment 𝛿𝑛 . We choose (1 − exp ( − 𝜎𝑘𝑛𝛿𝑛)) · c𝑘𝑛 since it
automatically suppresses point colors associated with low density.

Tile B Tile A 

Overlap 
Area 

Viewpoint

𝑊!

𝑊"Point-based Blending

Background

𝑊" 𝑊!= +

Tile A Tile B

Tile C Tile D

𝑊"𝑊!

𝑊#𝑊$

(a) (b)

With Point-based Blending W/o Point-based Blending

With Single TileWith Multi Tile

Fig. 12. Multi-tile rendering with point-based blending reduces blur
and artifacts at tile boundaries.

Blending weight 𝑤𝑘
𝑛 is computed using the nearest 2, 4, or 8 tile

voxels (e.g., two/linear in Fig. 12a, and four/bilinear in Fig. 12b).

Step 3: Background volume rendering with deferred point-based
blending. Rays that exit overlapped foreground regions require
background blending. We blend backgrounds to produce c𝑏 :

c𝑏 =

∑
𝑘∈S(x𝑁 ) 𝑤𝑘 ·

(∑𝑁+128
𝑛=𝑁

𝛼𝑘𝑛 · c𝑘𝑛
)

∑
𝑘∈S(x𝑁 ) 𝑤

𝑘
𝑛

. (25)

In this equation, S(x𝑁 ) is the set of tiles that covers the exit point
x𝑁 , and

∑𝑁+128
𝑛=𝑁

𝛼𝑘𝑛 · c𝑘𝑛 is the integrated background segment color
of tile 𝑘 . Unlike in Eq. (24), colors and densities are integrated along
the segment before blending—a deferred point-based blending—
since the tile boundary used to compute weights does not exist in
the background region. Therefore, we choose compute𝑤𝑘 for the
exit 3D point located exactly on the tile boundary (Fig. 12).

Step 4: Final color. With c𝑓 and c𝑏 , we obtain final ray color 𝑐:

c = c𝑓 +𝑇 𝑓

𝑁
c𝑏 , (26)

where 𝑇 𝑓

𝑁
is the foreground accumulated transmittance. Multi-tile

rendering gives sharper results than single-tile rendering, and point-
based blending reduces visual artifacts between adjacent tiles (Fig. 12).

9 EXPERIMENTS
We evaluate the technical components in our pipeline via ablation
studies, and provide system-level comparisons of our method to
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Table 1. Scene information. #Img and #Tile denote the total number of
captured images and tiles of a 3D scene. Area denotes the total area in
square meters occupied by all tiles. Consensus ratio is defined as (the total
number of overlapped cameras) / (total number of cameras).

Type Scene Area (𝑚2) #Img #Tile Consensus ratio Training (hours)

Indoor Bar 80.00 1323 6 0.83 22.50
Coffee Shop 138.61 1288 7 0.86 16.39

Outdoor

Street 800.00 1382 8 0.91 15.15
Shady Path 675.00 551 3 0.51 15.26
Community 916.56 396 4 0.92 16.16
Park 258.00 223 2 0.70 10.43
Rubble 200000.00 1678 8 0.64 35.00
Polytech 15000.00 770 6 0.91 11.50

Bar

Coffee Shop

Street

Shady Path

Community

Park

Table 2. Tile size abaltion. “Larger” denotes merging each two neighboring
tiles. “Smaller” denotes splitting each tile into two sub-tiles.

Scene Metric Current 2× larger 2× smaller 4× smaller

Community PSNR↑ 24.27 24.02 23.54 23.02
SSIM↑ 0.738 0.720 0.721 0.708

state-of-the-art neural view synthesis and bundle-adjusting NeRF
methods. Please also see our accompanying video.

Scenes. We conduct experiments on six scenes with different sizes,
types, and material reflections (Tab. 1). Specifically, we use the Coffee
Shop and Bar indoor scenes from Wu et al. [2022], and four outdoor
scenes: Street, Shady Path, Community, and Park. To show that our
method does not rely on specific photographic equipment, we use
an iPhone 14 Pro Max to capture the Park scene and a Canon EOS
60D DSLR camera to capture the other outdoor scenes.

Metrics. We report results with Peak Signal-to-Noise Ratio (PSNR)
and Structure Similarity Index Measure (SSIM) [Wang et al. 2004].

9.1 Tile-based Representation
9.1.1 Robustness to proxy mesh accuracy. To assess the robustness
of our algorithm to the accuracy of the proxy mesh 𝐺 , we perturb
the mesh with varying noise levels. We added Gaussian noise along
the normal of each vertex, with a mean equal to 0 and standard
deviations of 1/40 and 1/20. Since we only use the proxy mesh as
a guide to determine tile location and select optimizing rays, the
method can handle significant noise levels without compromising
performance (Fig. 13).

No perturbation Perturbation (1/40) Perturbation (1/20)
PSNR 30.06 SSIM 0.907 PSNR 30.04 SSIM 0.906 PSNR 30.09 SSIM 0.905

Rendered Image Rendered Image Rendered Image

No perturbation Perturbation (1/40) Perturbation (1/20)
PSNR 30.06 SSIM 0.907 PSNR 30.04 SSIM 0.906 PSNR 30.09 SSIM 0.905

Rendered Image Rendered Image Rendered Image

No perturbation Perturbation (1/40) Perturbation (1/20)
PSNR 30.06 SSIM 0.907 PSNR 30.04 SSIM 0.906 PSNR 30.09 SSIM 0.905

Rendered Image Rendered Image Rendered Image

Fig. 13. Robustness to proxy mesh accuracy. The magnitude of noise
applied to the reconstructed proxy mesh is increased from top to bottom.
Our method is not sensitive to random geometric error in the proxy mesh.

9.1.2 Tile size. Tile size selection follows the principle of maximiz-
ing the size of each tile while ensuring that it can be trained on a
GPU. Since the observation distances are different for indoor and
outdoor scenes, we set the ground area of tiles to around 20 m2 for
indoor scenes and 100–200 m2 for outdoor scenes (Tab. 1).
To validate our current tile size, we vary tiles sizes by merging

and splitting current tiles (Tab. 2) This provides evidence for our
current approach as both PSNR and SSIM decrease. The current tile
size strikes a balance between 1) preserving details, which favors
smaller tile sizes, and 2) global consistency (along with optimization
efficiency), which favors larger tile sizes.

9.1.3 ADMM. Our joint optimization of network weights and cam-
era poses can achieve sharper rendering results thanwithout ADMM-
based camera pose optimization (Figs. 11 and 14b). When camera
refinement is not applied, both indoor and outdoor scenes exhibit a
decrease in PSNR and SSIM scores (Tab. 3). We evaluate the ADMM
hyperparameters 𝜌 and 𝑆𝐼 (synchronization interval) on Coffee Shop
(Fig. 14). This scene uses 1288 images where 86% of cameras overlap.
Increasing 𝜌 can improve consistency between overlapped cameras.
More frequent synchronization by reducing 𝑆𝐼 benefits inter-tile
camera consistency but causes more CPU-GPU data interaction,
resulting in a slower overall optimization speed. Finally, increasing
the synchronization interval from 1 to 1000 improves training time.
To balance rendering quality and training speed, we set 𝑆𝐼 = 100
for our experiments.
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Fig. 14. ADMM parameters influence overall optimization speed and achieved quality. Quantitative and qualitative comparisons with different
ADMM parameter settings show that lower synchronization intervals (𝑆𝐼 ) and higher 𝜌 lead to better rendering quality, but lower 𝑆𝐼 adds computational cost.

Table 3. Ablation studies. Best results are highlighted as 1st , 2nd and 3rd . AW: Adaptive Weight. PB: Point-based Blending.

Scene Metric Full W/o Cam. Opt. W/o Consensus W/o L𝑤 W/o L𝑑 W/o L𝑠 W/o AW W/o Specular W/o PB

(Indoor)
Coffee Shop

PSNR↑ 26.25 25.38 24.85 25.76 26.24 26.31 18.16 26.08 25.94
SSIM↑ 0.725 0.696 0.689 0.709 0.725 0.725 0.557 0.710 0.722

(Outdoor)
Community

PSNR↑ 24.27 24.13 23.47 24.16 24.17 24.00 16.59 24.04 23.15
SSIM↑ 0.738 0.733 0.695 0.732 0.733 0.726 0.540 0.729 0.729

9.1.4 Ablation studies. Our method section shows qualitative com-
parisons to help build intuition; here, we show quantitative analyses
of our loss terms by excluding each of them individually from
optimization (Tab. 3). The photometric loss L𝑐 is always included.
Removing camera pose refinement entirely—“W/o Cam. Opt.”—

reduces quality, as does removing the consensus step from ADMM
(“W/o Consensus”) to make it redundant. These two studies verify
the importance of global camera consensus.
The prior losses help to reduce fluctuations in the geometric

reconstruction from our relatively sparse captured data. In Coffee
Shop, removing the normal smoothness term slightly increases PSNR.
For scene areas with reflected content, such as high-frequency
reflections in glass windows, there can be a mismatch in this loss:
as it is supervised on mostly-synthetic data and with semantics, the
screen-space normal predicted by the Omnidata network tends to
describe the glass surface and not the reflected geometry. Penalizing
the loss given this mismatch can cause more blurry reflections.

The warping loss improves PSNR/SSIM, and the adaptive weight-
ing is a critical component as PSNR/SSIM drop severely when it is
removed. Without adaptive weighting, the error in the predicted
depth and specular components of a pixel will lead to incorrect
optimization gradients, especially at the beginning of optimiza-
tion. The column “W/o Specular” shows that disabling the specular
weight within adaptive weighting decreases performance: achieving
a diffuse/specular decomposition can suppress the influence of view-
dependent effects upon the optimization.
Continuing with reflections, we show what visual content the

specular MLP encodes by disabling background encoding of reflec-
tions during optimization (Fig. 15). To achieve this, we stop sampling
points along a ray once those points leave the foreground box, e.g.,
in Coffee Shop, the foreground box ends just behind the large metal

door. With this technique, we can see that the specular MLP can still
reconstruct some reflections from the metal door within the sparse
capture setting for large-scale scenes on its own. But, combining it
with the background reflection encoding is necessary.

We also evaluate the influence of point-based blending. In “W/o
PB”, we pick the tile with the largest weight to infer color and density
for each overlapped sample point. This blending scheme improves
PSNR/SSIM scores even though it only focuses on tile boundaries
because most rays in large scenes intersect multiple tiles.

9.2 Method Comparisons
9.2.1 Comparisons with scene rendering methods. We compare our
method to other state-of-the-art novel view synthesis methods
on indoor and outdoor scenes both quantitatively (Tab. 4) and
qualitatively (Fig. 17). All comparisons use original author’s im-
plementations and hyperparameters, if available.

For indoor scenes, we compare our method with DeepBlending
[Hedman et al. 2018], Stable View Synthesis (SVS) [Riegler and
Koltun 2021] , Instant-NGP [Müller et al. 2022] and Scalable
Neural Indoor Scene Rendering (SNISR) [Wu et al. 2022]. Deep
Blending and SVS both use proxy geometry. Instant-NGP and our
method use hash grids; both were trained for 40,000 iterations.
SNISR, which uses voxels only, is stated by Wu et al. as requiring
twice as many iterations.

For the comparisons on outdoor scenes, we compare with Mega-
NeRF [Turki et al. 2022], Block-NeRF [Tancik et al. 2022], SVS
[Riegler and Koltun 2021] and Instant-NGP [Müller et al. 2022].
The source code for Block-NeRF is not publicly available; thus, we
attempt to re-implement it. Their data is spherical camera views
fromGoogle Street View. Since our outdoor scenes use different data,
we replace their spheres with our tiles to reuse our scene-partition
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Final Diffuse Specular

Fig. 15. The ablation study of specular MLP. The demonstrated decom-
position result is achieved by disabling background encoding of reflections
during optimization.

GT Ours NerfactoRendering Result (Ours)

Rendering Result (Ours) GT Ours Mega-NeRF

Fig. 16. Comparisons with Nerfacto [Tancik et al. 2023] (top) and Mega-
NeRF [Turki et al. 2022] on data rubble (bottom).

Table 4. Quantitative comparisons with neural scene rendering
methods. Best results are highlighted as 1st , 2nd and 3rd .

Indoor Scene Metric Deep
Blending SVS Instant-

NGP SNISR Ours

Bar PSNR↑ 26.14 27.15 27.44 26.69 28.77
SSIM↑ 0.754 0.791 0.740 0.739 0.775

Coffee Shop PSNR↑ 21.78 24.84 23.77 24.13 26.25
SSIM↑ 0.633 0.751 0.630 0.676 0.725

Average PSNR↑ 23.96 26.00 25.61 25.41 27.51
SSIM↑ 0.694 0.771 0.685 0.708 0.750

Outdoor Scene Metric Mega
NeRF

Block
NeRF SVS Instant-

NGP Ours

Street PSNR↑ 22.04 20.94 25.91 22.16 25.85
SSIM↑ 0.707 0.641 0.879 0.686 0.825

Shady Path PSNR↑ 19.04 18.22 18.83 19.11 20.43
SSIM↑ 0.356 0.317 0.517 0.372 0.554

Community PSNR↑ 22.34 20.98 22.79 22.32 24.27
SSIM↑ 0.576 0.538 0.751 0.609 0.738

Park PSNR↑ 22.76 20.33 20.55 20.72 23.70
SSIM↑ 0.629 0.559 0.671 0.579 0.701

Average PSNR↑ 21.55 20.12 22.02 21.08 23.56
SSIM↑ 0.567 0.514 0.704 0.562 0.705

data structure, and then apply their image-space blending operation
to a virtual viewpoint inside the overlapped regions of tiles. As

our dataset was captured with little illumination variation, we
also did not implement exposure value and appearance embedding
optimization. We train Mega-NeRF, Block-NeRF, and Instant-NGP
using our data with the same number of iterations as ours (40,000).

Our method achieves the highest PSNR scores on average (Tab. 4).
Our rendered reflections are temporally smooth, unlike SVS. For
outdoor scenes, our method produces sharper details in the trees and
background buildings (Fig. 17b). Our Block-NeRF implementation
tends to produce blurry rendering results for distant objects because
Block-NeRF does not have contraction mapping and samples distant
objects with low density. Similarly, Mega-NeRF also blurs distant
objects despite using an unbound scene parameterization similar to
NeRF++ [Zhang et al. 2020]. This is likely due to the use of a set of
MLPs to represent the scene without a local feature grid, which can
lead to slower optimization convergence.
As our approach uses the same contraction function as the con-

temporaneous Nerfacto model in Nerfstudio [Tancik et al. 2023],
we compare to Nerfacto [Tancik et al. 2023] on Park (Fig. 16). Our
rendering results preserve more details: The quantitative results
indicate that our approach achieves a PSNR of 23.07 and SSIM of
0.701, surpassing Nerfacto’s PSNR of 20.07 and SSIM of 0.576.

We also evaluate ourmethod on Rubble (1K resolution) fromMega-
NeRF [Turki et al. 2022]. Since there is no proxy mesh provided for
this aerial imagery, we use the near/far plane provided with this data
to allocate eight tiles in a 2 × 4 horizontal layout. During training,
we gradually update the training rays for each tile: we render depth
maps for cameras inside a tile, then share depth with other tiles to
provide visibility information for their training ray selection. As
in Mega-NeRF, we train the model for 500K iterations and sample
512/256 ray points in foreground/background regions. In qualitative
comparisons (Fig. 16), our method generates renderings with more
details than Mega-NeRF. However, our method achieves PSNR/SSIM
of 22.93/0.673 while Mega-Nerf achieves 24.71/0.586. This discrep-
ancy is explained when considering that Mega-NeRF better handles
lighting differences in input images with an appearance embedding
vector. Such embedding vectors could also be applied to our method
to improve PSNR/SSIM.

9.2.2 Comparisons with bundle-adjusting NeRF methods. We com-
pare toBARF [Lin et al. 2021],Nope-NeRF [Bian et al. 2023],GARF
[Chng et al. 2022], and NeRFmm [Wang et al. 2021]. We use the
open-source implementations of BARF, Nope-NeRF, and NeRFmm.
For GARF, we replace the activation function in BARF with the
Gaussian activation function. We set the camera pose initialization,
batch size, and total training iterations of all methods to be the same
as ours. Our method achieves the highest PSNR/SSIM score on Coffee
Shop (Tab. 5) and produces visually sharper results (Fig. 18). Nope-
NeRF produces significantly poorer results than other methods.
This may be because Nope-NeRF adds relative pose constraints
to consecutive pairs of images, which is designed for sequential
images and may not be suitable for our out-of-order images. For
BARF and GARF, the default weighting scheme and controllable
parameter in BARF’s positional encoding strategy and the default
variance for GARF’s Gaussian activation function may be more
suitable for forward-facing scenes rather than large-scale scenes
like ours. To verify these assumptions, we optimize a part of Coffee
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Ground Truth Ours SVS SNISR Instant-NGPDeepBlendingRendering Results (Ours)

Ground Truth Ours SVS Block-NeRF Instant-NGPMega-NeRFRendering Results (Ours)
(a) Indoor Scene Comparisons

(b) Outdoor Scene Comparisons

Fig. 17. Comparisons with SOTA neural scene rendering methods show improved quality of our method. (a) Comparisons with DeepBlending
[Hedman et al. 2018], SVS [Riegler and Koltun 2021], SNISR [Wu et al. 2022] and Instant-NGP [Müller et al. 2022] on large indoor scenes. Our method can
produce higher-quality renderings on high-frequency textured areas like chairs, on thin objects, and for reflected light. (b) Comparisons withMega-NeRF
[Turki et al. 2022], SVS [Riegler and Koltun 2021], Block-NeRF [Tancik et al. 2022], and Instant-NGP [Müller et al. 2022] on large outdoor scenes. Our
method can reconstruct foreground elements and background buildings with sharper details.
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Ground Truth Ours Nope-NeRF GARFBARF NeRFmm

(a) Whole Scene Test

(b) A Cut-out Forward-facing Scene Test

Fig. 18. Bundle-adjusting NeRF comparisons. With respect to BARF [Lin et al. 2021], Nope-NeRF [Bian et al. 2023], GARF [Chng et al. 2022], and
NeRFmm [Wang et al. 2021], our approach fares favorably. The renderings of BARF look better than GARF, even though GARF’s PSNR/SSIM is higher due to
the smooth nature of both GARF’s Gaussian activation functions and the averaging nature of the metrics themselves. The rendering results after refining
camera poses for the whole scene or a cut-out forward-facing scene inside a tile are shown in (a) and (b), respectively.

Table 5. Quantitative comparisons with bundle-adjusting NeRF
methods. Our method achieves higher photometric scores.

Scene Metric BARF Nope-NeRF GARF NeRFmm Ours

Coffee Shop PSNR↑ 20.45 19.92 20.89 21.06 26.25
SSIM↑ 0.538 0.542 0.542 0.548 0.725

Shop covered by a single tile and with only forward-facing input
cameras. Except for Nope-NeRF, the comparison methods achieved
better results. Our method achieves equivalent performance in both
settings; that this performance is better than competing methods
shows the promise of our camera pose optimization design.

10 DISCUSSION
Appearance decomposition. Since our design can represent reflec-

tions either in the background as virtual images [Sinha et al. 2012;
Wu et al. 2022] or as view-dependent specular at a 3D point, there
is ambiguity regarding how a reflection should be represented. In
our experiments, we observed that this ambiguity is automatically
resolved in most cases during optimization: the representation
prioritizes modeling planar and sharp reflections using the back-
ground radiance field (Fig. 6, first row). This may be because the
diffuse components in the reflections are view-independent and
consistent across multiple views, creating an easier optimization
task to explain them as virtual imagery behind reflective surfaces

by using contracted 3D points in the unbound background region.
For reflections that cannot be well modeled in this way, our method
models them using the foreground specular MLP, as shown in the
reflections on the chair and coffee machine in the bottom two
rows of Figure 6. This representation is similar to surface light
fields [Wood et al. 2000] that model reflections as spatially-varying
view-dependent signals that encode the ray at each surface point.
The final class of reflections are those that fall into the background
specularMLP.While rarer as creating view dependence in far objects
requires inducing large parallax upon the background region (a kind
of paradox), the background specular MLP can help to represent
near-planar or glossy background reflections.

10.1 Limitations
Our method cannot accurately reconstruct both reflected and trans-
mitted parts of appearance from window glass as our representation
only allows reflection at each 3D point through the specular MLP
and background encoding. Modeling curved reflections from sparse
input is also challenging and our approach performs worse with
curved reflectors. In Street, the planar window reflections are accu-
rately reconstructed but the reflections on the curved car windshield
are severely blurred (Fig. 19). Other works have integrated semantic
information, such as the segmentation of windshields from priors,
to improve the rendering quality of specific objects [Rodriguez et al.
2020]. Further, during rendering, we only use the background from
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the last tile along a ray. In principle, some elements encoded in the
background of nearer tiles may be incorrectly ignored. In practice,
we have not observed artifacts from this limitation in our scenes.

Losses like the warping and normal smoothness loss add neigh-
borhood terms to encourage geometry to be smooth; the warping
loss further encourage geometry to be opaque. This can be beneficial
or at odds with a scene’s true geometry, especially at boundaries
in outdoor scenes with sky background where sharp edges are
required. Further, many outdoor scenes are dynamic—even with no
fauna, the flora that blow in the wind still require spatio-temporal
alignment. We do not model this, nor the previously-mentioned
dynamic lighting effects like moving shadows or from cameras
without locked exposure.

Our current GPU implementation of the multi-tile rendering
algorithm is not optimized and takes 4–6 seconds to render a single
1280 × 720 image on a single Nvidia V100 GPU card. This is not
suitable for interactive applications. Rendering speed can be further
optimized by baking the radiance fields into octrees or meshes [Chen
et al. 2022a; Hedman et al. 2021; Yu et al. 2021a] or leveraging shared
GPU memory to store shallow MLPs [Wu et al. 2022]. In addition,
the camera pose optimization in our method needs to be initialized
through structure from motion, and investigating how to obtain
camera poses for large scenes without initialization could improve
end-to-end reconstruction times.

11 CONCLUSION
We have developed a distributive training method for constructing
scalable bundle-adjusting neural radiance fields that opens up their
application to large scale scenes while maintaining higher quality
rendering than existing approaches. First, after partitioning a scene
into overlapped tiles, a tile-based hybrid neural scene representation
is proposed to combine a multi-resolution hash feature grid and
shallow MLPs to represent the local radiance field at each tile. A
key feature of our method is that we leverage unbound background
regions to encode both distant objects and the virtual images of
sharp reflections that are outside the tile bounding box. Second, an
ADMM-based optimization algorithm is developed to achieve scene-
level camera consensus after parallel per-tile joint optimization
of scene representation and camera poses associated to the tile.
With optimized scene representation and camera poses, our multi-
tile rendering algorithm can produce high-quality scene rendering
results by prioritizing the foreground radiance fields and remov-
ing discontinuities at tile boundaries using point-based blending.
Experimental results show that our method outperforms state-of-
the-art neural scene rendering methods and bundle-adjusting NeRF
approaches in terms of the quality of the rendered images.
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A IMPLEMENTATION DETAILS
Tile hash grid resolution. Given the contracted bounded region

4 × 4 × 4, the resolution of the hash-grid node at level 𝑙 can be
determined as as 𝑅𝑙 := ⌊𝑅min𝑏

𝑙 ⌋, and 𝑏 = exp
(
ln𝑅max−ln𝑅min

𝐿−1

)
as

(a) MERF (b) Ours
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Fig. 20. 2D visualization of contraction. (a) The contract function of
MERF [Reiser et al. 2023]. (b) Our contract function. The black dashed line
denotes the straight line in Euclidean Space. In MERF’s contraction, the
straight line is mapped to piece-wise lines (in blue) while in our contraction,
the straight line is mapped to a curve (in red).

in [Müller et al. 2022], where 𝑅max is the finest resolution, which
set to 4096 for indoor scenes and 8192 for outdoor scenes, and 𝑅min
is the coarsest resolution, set to 32.

Tile occupancy voxel grid. For the occupancy voxel grid, each
tile’s voxel grid is initialized by proxy mesh with resolution 16 and
subdivided every 2000 iterations. The subdivision stops when the
resolution of voxel grid reaches 512. We pruning the voxel when
1 − exp (−𝜎) < _ by setting its mask value to 0 after every 1000
iterations, where the𝜎 is computed at each voxel center. The pruning
threshold _ is initialized with 0.1 and increased by 0.1 every 2000
iterations until it reaches 0.4.

Post-optimization multi-tile rendering GPU implementation. Given
the sorted intersection tiles with each ray, we first sample points in
the first tile for each ray in parallel on GPU, and loop through next
tile for each ray in parallel until no tile is left for sampling. On GPU,
we also compute the accumulated transmittance value to check the
early terminating condition for each ray. If early termination is
triggered, the remaining tiles for a ray are skipped in the parallel
sampling. Afterward, numerical quadrature in volume rendering is
executed for each ray in parallel on GPU.

Diffuse and specular decoder architectures. Both our diffuse de-
coder and specular decoder are MLP networks with 2 hidden fully-
connected layers. Each hidden layer has 64 neurons with Gaussian
activation functions (mean: 0, std: 0.1) [Ramasinghe and Lucey 2022].
The 64-channel feature output by the last hidden layer of the diffuse
decoder is split into two parts. Its first 32 channels are fed to a
32× 3 layer to predict diffuse color, a 32× 3 layer to predict specular
tint, and a 32 × 1 layer to compute the volume density. The rest of
32 channel features, i.e. h𝑥 , are fed into the specular decoder. The
activation function is set to sigmoid for diffuse color and specular
tint, and SoftPlus for density as in Lin et al. [Lin et al. 2021]. Similarly,
the final layer of the specular decoder is a 64 × 3 fully connected
layer with sigmoid activation to compute the specular component
of the 3D point color.

Training details. Our model is trained on a GPU server with eight
Tesla V100 GPUs using PyTorch 1.9.0 [Paszke et al. 2019] with CUDA
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11.1. We use the Adam optimizer [Kingma and Ba 2014] in the
ADMM parallel updating step to minimize Eq. (19) at each iteration.
The learning rate is set to 0.001 for the features and decoders, and
it is decayed exponentially to 0.0001. For camera pose variables,
the learning rate is initialized to 0.0001 and decayed to 0.00001
exponentially. At each iteration, the data batch for each tile contains
214 rays uniformly sampled across all its associated cameras. For the
training loss, we set _𝑐 = 1.0, _𝑑 = 0.01, _𝑠 = 0.001, and _𝑤 = 1.0.
The warping loss is added to the training loss after the first 10,000
iterations. The 𝜎𝑣 and 𝜎𝑑 in adaptive weight are set to 0.1 and
0.05, respectively. In our experiments, we stop the ADMM training

procedure after 40,000 iterations, and the L2 norms of the primal
and dual residuals typically converge to around 1e-5.

B CONTRACTION FUNCTION
As illustracted in Fig. 20, we map unbound background into a
bounded cubic region using the following contraction function:

contract(x) 𝑗 =
{

𝑥 𝑗 , if | |x| |∞ ≤ 1,
(2 − 1

| |x | |∞ ) 𝑥 𝑗

| |x | |∞ , if | |x| |∞ > 1, (27)

where | | · | |∞ is the 𝐿∞ norm and the tile foreground region is
normalized to [−1, 1]. Any 3D point sampled within a tile is first
normalized and then contracted before querying the hash grid.
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